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Clinical Versus Actuarial Judgment 

ROBYN M. DAWES, DAVID FAUST, PAUL E. MEEHL 

Professionals are frequently consulted to diagnose and 
predict human behavior; optimal treatment and planning 
often hinge on the consultant's judgmental accuracy. The 
consultant may rely on one of two contrasting approaches 
to decision-making-the clinical and actuarial methods. 
Research comparing these two approaches shows the 
actuarial method to be superior. Factors underlying the 
greater accuracy of actuarial methods, sources of resis- 
tance to the scientific findings, and the benefits of in- 
creased reliance on actuarial approaches are discussed. 

A PSYCHIATRIC PATIENT DISPLAYS AMBIGUOUS SYMPTOMS. 

Is this a condition best treated by psychotherapy alone or 
might it also require an antipsychotic medication with 

occasionally dangerous side effects? An elderly patient complains of 
memory loss but neurologic examination and diagnostic studies are 
equivocal. The neuropsychologist is asked to administer tests to help 
rule out progressive brain disease. A medical work-up confirms a 
patient's worst fears: he has terminal cancer. He asks the doctor how 
long he has to put his life in order. 

These three brief scenarios illustrate a few of the many situations 
in which experts are consulted to diagnose conditions or to predict 
human outcomes. Optimal planning and care often hinge on the 
consultant's judgmental accuracy. Whether as physicians, psychia- 
trists, or psychologists, consultants perform two basic fiuctions in 
decision-making: they collect and interpret data. Our interest here is 
in the interpretive function, specifically the relative merits of clinical 
versus actuarial methods. 

Methods of Judgment and Means of 
Comparison 

In the clinical method the decision-maker combines or processes 
information in his or her head. In the actuarial or statistical method 
the human judge is eliminated and conclusions rest solely on 
empirically established relations between data and the condition or 
event of interest. A life insurance agent uses the clinical method if 
data on risk factors are combined through personal judgment. The 
agent uses the actuarial method if data are entered into a formula, or 
tables and charts that contain empirical information relating these 
background data to life expectancy. 

Clinical judgment should not be equated with a clinical setting or 
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a clinical practitioner. A clinician in psychiatry or medicine may use 
the clinical or actuarial method. Conversely, the actuarial method 
should not be equated with automated decision rules alone. For 
example, computers can automate clinical judgments. The computer 
can be programmed to yield the description "dependency traits," 
just as the clinical judge would, whenever a certain response appears 
on a psychological test. To be truly actuarial, interpretations must be 
both automatic (that is, prespecified or routinized) and based on 
empirically established relations. 

Virtually any type of data is amenable to actuarial interpretation. 
For example, interview observations can be coded quantitatively 
(patient appears withdrawn: [1] yes, [2] no). It is thereby possible 
to incorporate qualitative observations and quantitative data into 
the predictive mix. Actuarial output statements, or conclusions, can 
address virtually any type of diagnosis, description, or prediction of 
human interest. 

The combination of clinical and actuarial methods offers a third 
potential judgment strategy, one for which certain viable approaches 
have been proposed. However, most proposals for clinical-actuarial 
combination presume that the two judgment methods work togeth- 
er harmoniously and overlook the many situations that require 
dichotomous choices, for example, whether or not to use an 
antipsychotic medication, grant parole, or hospitalize. If clinical and 
actuarial interpretations agree, there is no need to combine them. If 
they disagree, one must choose one or the other. If clinical 
interpretation suggests brain damage but the actuarial method 
indicates otherwise, one does not conclude that the patient is and is 
not brain damaged. 

Although some research appeared on clinical and actuarial judg- 
ment before the mid-fifties, Meehl (1) introduced the issue to a 
broad range of social scientists in 1954 and stimulated a flurry of 
studies. Meehl specified conditions for a fair comparison of the two 
methods. 

First, both methods should base judgments on the same data. 
This condition does not require that clinical judge and statistical 
method, before comparison, use the same data to derive decision 
strategies or rules. The clinician's development of interpretive 
strategies depends on prior experience and knowledge. The develop- 
ment of actuarial methods requires cases with known outcome. The 
clinical and actuarial strategies may thus be derived from separate or 
overlapping data bases, and one or the other may be based on more 
or fewer cases or more or less outcome information. For example, 
the clinician may have interpreted 1000 intelligence tests for indica- 
tions of brain dysfunction and may know the outcome for some of 
these cases based on radiologic examination. The actuarial method 
may have been developed on the subset of these 1000 cases for 
which outcome is known. 

Second, one must avoid conditions that can artificially inflate the 
accuracy of actuarial methods. For example, the mathematical 
procedures (such as regression analysis or discriminant analysis) 
used to develop statistical actuarial decision rules may capitalize on 
chance (nonrepeating) relations among variables. Thus, derivation 
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typically should be followed by cross-validation, that is, application 
of the decision rule to new or fresh cases, or by a standard statistical 
estimate of the probable outcome of cross-validation. Cross-valida- 
tion counters artificial inflation in accuracy rates and allows one to 
determine, realistically, how the method performs. Such application 
is essential because a procedure should be shown to work where it is 
needed, that is, in cases in which outcome is unknown. If the 
method is only intended for local use or in the setting in which it 
was developed, the investigator may partition a representative 
sample from that setting into derivation and cross-validation 
groups. If broader application is intended, then new cases should be 
representative of the potential settings and populations of interest. 

Results of Comparative Studies 
The three initial scenarios provide examples of comparative 

studies. Goldberg studied the distinction between neurosis and 
psychosis based on the Minnesota Multiphasic Personality Inven- 
tory (MMPI), a personality test commonly used for such purposes 
(2, 3). This differential diagnosis is of practical importance. For 
example, the diagnosis of psychosis may lead to needed but riskier 
treatments or to denial of future insurance applications. Goldberg 
derived various decision rules through statistical analysis of scores 
on 11 MMPI scales and psychiatric patients' discharge diagnoses. 
The single most effective rule for distinguishing the two conditions 
was quite simple: add scores from three scales and then subtrpct 
scores from two other scales. If the sum falls below 45, the patient is 
diagnosed neurotic; if it equals or exceeds 45, the patient is 
diagnosed psychotic. This has come to be known as the "Goldberg 
Rule." 

Goldberg next obtained a total of 861 new MMPIs from seven 
different settings, including inpatient and outpatient services from 
either medical school, private, or Veterans Administration hospital 
systems in California, Minnesota, and Ohio. The accuracy of the 
decision rules when applied to these new cases was compared with 
that of 29 judges who analyzed the same material and attempted the 
same distinction. Some of the judges had little or no prior experi- 
ence with the MMPI and others were Ph.D. psychologists with 
extensive MMPI experience. 

Across the seven settings, the judges achieved mean validity 
coefficients ranging from r = 0.15 to 0.43, with a total figure of 
0.28 for all cases, or 62% correct decisions. The single best judge 
achieved an overall coefficient of 0.39, or 67% correct decisions. In 
each of the seven settings, various decision rules exceeded the judges' 
mean accuracy level. The Goldberg Rule performed similarly to the 
judges in three of the settings and demonstrated a modest to 
substantial advantage in four of the settings (where the rule's validity 
coefficient exceeded that of the judges by 0.16 to 0.31). For the total 
sample, the Goldberg Rule achieved a validity coefficient of 0.45, or 
70% correct decisions, thereby exceeding both the mean accuracy of 
the 29 judges and that of the single best judge. 

Rorer and Goldberg then examined whether additional practice 
might alter results. Judges were given MMPI training packets 
consisting of 300 new MMPI profiles with the criterion diagnosis 
on the back, thus providing immediate and concrete feedback on 
judgmental accuracy. However, even after repeated sessions with 
these training protocols culminating in 4000 practice judgments, 
none of the judges equaled the Goldberg Rule's 70% accuracy rate 
with these test cases. Rorer and Goldberg finally tried giving a 
subset of judges, including all of the experts, the outcome of the 
Goldberg Rule for each MMPI. The judges were free to use the rule 
when they wished and knew its overall effectiveness. Judges general- 
ly made modest gains in performance but none could match the 
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rule's accuracy; every judge would have done better by always 
following the rule. 

In another study using the same 861 MMPI protocols, Goldberg 
constructed mathematical (linear) models of each of the 29 judges 
that reproduced their decisions as closely as possible (4). Modeling 
judges' decisions requires no access to outcome information. Rath- 
er, one analyzes relations between the information available to the 
judge and the judge's decisions. In principle, if a judge weights 
variables with perfect consistency or reliability (that is, the same data 
always lead to the same decision), the model will always reproduce 
that judge's decisions. In practice, human decision-makers are not 
perfectly reliable and thus judge and model will sometimes disagree. 
Goldberg found that in cases of disagreement, the models were 
more often correct than the very judges on whom they were based. 
The perfect reliability of the models likely explains their superior 
performance in this and related studies (5). 

Leli and Filskov studied the diagnosis of progressive brain 
dysfmnction based on intellectual testing (6). A decision rule derived 
from one set of cases and then applied to a new sample correctly 
identified 83% of the new cases. Groups of inexperienced and 
experienced clinicians working from the same data correctly identi- 
fied 63% and 58% of the new cases, respectively. In another 
condition, clinicians were also given the results of the actuarial 
analysis. Both the inexperienced and experienced clinicians showed 
improvement (68% and 75% correct identifications, respectively), 
but neither group matched the decision rule's 83% accuracy. The 
clinicians' improvement appeared to depend on the extent to which 
they used the rule. 

Einhorn (7) studied the prediction of survival time following the 
initial diagnosis of Hodgkin's disease as established by biopsy. At 
the time of the study, survival time was negatively correlated with 
disease severity (Hodgkin's is now controllable). All of the 193 
patients in the study subsequently died, thus tragically providing 
objective outcome information. 

Three pathologists, one an internationally recognized authority, 
rated the patients' initial biopsy slides along nine histological 
dimensions they identified as relevant in determining disease sever- 
ity and also provided a global rating of severity. Actuarial formulas 
were developed by examining relations between the pathologists' 
ratings and actual survival time on the first 100 cases, with the 
remaining 93 cases used for cross-validation and comparison. The 
pathologists' own judgments showed virtually no relation to survival 
time; cross-validated actuarial formulas achieved modest but signifi- 
cant relations. The study revealed more than an actuarial advantage. 
It also showed that the pathologists' ratings produced potentially 
useful information but that only the actuarial method, which was 
based on these ratings, tapped their predictive value. 

Additional research. These three studies illustrate key features of a 
much larger literature on clinical versus actuarial judgment. First, 
the studies, like many others, met the previously specified conditions 
for a fair comparison. 

Second, the three studies are representative of research outcomes. 
Eliminating research that did not protect sufficiently against inflated 
results for actuarial methods, there remain nearly 100 comparative 
studies in the social sciences. In virtually every one of these studies, 
the actuarial method has equaled or surpassed the clinical method, 
sometimes slightly and sometimes substantially (8-10). For example, 
in Watley and Vance's study on the prediction of college grades the 
methods tied (11 ); in Carroll et al.'s study on the prediction of parole 
violation, the actuarial method showed a slight to modest advantage 
(12); and in Wittman's study on the prediction of response to 
electroshock therapy, the actuarial method was correct almost twice 
as often as the clinical method (13). 

The earlier comparative studies were often met with doubts about 
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validity and generalization. It was claimed, for example, that the 
studies misrepresented the clinical method either by denying judges 
access to crucial data sources such as interviews, by using artificial 
tasks that failed to tap their areas of expertise, or by including 
clinicians of questionable experience or expertise. 

The evidence that has accumulated over the years meets these 
challenges. First, numerous studies have examined judgments that 
are not artificial but common to everyday practice and for which 
special expertise is claimed. Examples include the three studies 
described above, which involved the differential between less serious 
and major psychiatric disorder, the detection of brain damage, and 
the prediction of survival time. Other studies have examined the 
diagnosis of medical versus psychiatric disorder (14); the description 
or characterization of personality (15); and the prediction of treat- 
ment outcome (16), length of psychiatric hospitalization (17), and 
violent behavior (18). These are decisions that general practitioners 
or specialists often address, and in a number of studies investigators 
did not introduce judgment tasks that clinicians then performed, but 
rather examined decisions already made in the course of everyday 
practice. 

Other studies have provided clinicians or judges with access to 
preferred sources of information. Even in 1966, Sawyer was able to 
locate 17 comparisons between actuarial and clinical judgment 
based on the results of psychological testing and interview (8). 
Other investigators have allowed judges to collect whatever data 
they preferred in whatever manner they preferred. In Carroll et al.'s 
naturalistic study on the prediction of parolees' behavior after 
release, the parole board did not alter the data collection procedures 
(12). In Dawes's study on the prediction of graduate student 
performance, the admissions committee relied on the same data 
normally used to reach decisions (19). None of the 17 comparisons 
reviewed by Sawyer and neither the study by Carroll et al. nor 
Dawes favored clinical over actuarial judgment. 

Nor has the outcome varied within or across studies involving 
judges at various levels of experience or expertise. In Goldberg's 
study novice and experienced MMPI interpreters performed similar- 
ly when using the clinical method and neither group surpassed the 
actuarial method, results parallel to those of Leli and Filskov in their 
study on the detection of brain damage (2, 6). Other studies on the 
detection and localization of brain damage have yielded similar 
results (20, 21). For example, Wedding found that neither clinicians 
with extensive experience interpreting the tests under study nor a 
nationally prominent neuropsychologist surpassed the overall accu- 
racy of actuarial methods in determining the presence, location, and 
cause of brain damage (20). 

The comparative studies often do not permit general conclusions 
about the superiority of one or another specific actuarial decision 
rule. Some studies, such as Goldberg's, do show application across 
settings, but much of the research has involved restricted samples. 
Investigators have been less interested in a specific procedure's range 
of application than in performing an additional test of the two 
methods and thereby extending the range of comparative studies. 

The various studies can thus be viewed as repeated sampling from 
a universe of judgment tasks involving the diagnosis and prediction 
of human behavior. Lacking complete knowledge of the elements 
that constitute this universe, representativeness cannot be deter- 
mined precisely. However, with a sample of about 100 studies and 
the same outcome obtained in almost every case, it is reasonable to 
conclude that the actuarial advantage is not exceptional but general 
and likely encompasses many of the unstudied judgment tasks. 
Stated differently, if one poses the query: "Would an actuarial 
procedure developed for a particular judgment task (say, predicting 
academic success at my institution) equal or exceed the clinical 
method?", the available research places the odds solidly in favor of 
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an affirmative reply. "There is no controversy in social science that 
shows such a large body of qualitatively diverse studies coming out 
so uniformly ... as this one" (9, p. 373). 

Possible exceptions. If fair comparisons consistently favor the 
actuarial method, one may then reverse the impetus of inquiry and 
ask whether there are certain circumstances in which the clinical 
judge might beat the actuary. Might the clinician attain superiority if 
given an informational edge? For example, suppose the clinician 
lacks an actuarial formula for interpreting certain interview results 
and must choose between an impression based on both interview 
and test scores and a contrary actuarial interpretation based on only 
the test scores. The research addressing this question has yielded 
consistent results (8, 10, 22). Even when given an information edge, 
the clinical judge still fails to surpass the actuarial method; in fact, 
access to additional information often does nothing to close the gap 
between the two methods. 

It is not difficult to hypothesize other circumstances in which the 
clinical judge might improve on the actuarial method: (i) judgments 
mediated by theories and hence difficult or impossible to duplicate 
by statistical frequencies alone, (ii) select reversal of actuarial 
conclusions based on the consideration of rare events or utility 
functions that are not incorporated into statistical methods, and (iii) 
complex configural relations between predictive variables and out- 
come (23-25). 

The potential superiority of theory-mediated judgments over 
conclusions reached solely on the basis of empirical frequencies may 
seem obvious to those in the "hard" sciences. Prediction mediated 
by theory is successful when the scientist has access to the major 
causal influences, possesses accurate measuring instruments to assess 
them, and uses a well-corroborated theory to make the transition 
from theory to fact (that is, when the expert has access to a specific 
model). Thus, although most comparative research in medicine 
favors the actuarial method overall, the studies that suggest a slight 
clinical advantage seem to involve circumstances in which judgments 
rest on firm theoretical grounds (26). 

The typical theory that underlies prediction in the social sciences, 
however, satisfies none of the needed conditions. Prediction of 
treatment response or violent behavior may rest on psychodynamic 
theory that permits directly contradictory conclusions and lacks 
formal measurement techniques. Theory-mediated judgments may 
eventually provide an advantage within psychology and other social 
sciences, but the conditions needed to realize this possibility are 
currently but a distant prospect or hope. 

Clinicians might be able to gain an advantage by recognizing rare 
events that are not included in the actuarial formula (due to their 
infrequency) and that countervail the actuarial conclusion. This 
possibility represents a variation of the clinical-actuarial approach, in 
which one considers the outcome of both methods and decides 
when to supersede the actuarial conclusion. In psychology this 
circumstance has come to be known as the "broken leg" problem, on 
the basis of on an illustration in which an actuarial formula is highly 
successfild in predicting an individual's weekly attendance at a movie 
but should be discarded upon discovering that the subject is in a cast 
with a fractured femur (1, 25). The clinician may beat the actuarial 
method if able to detect the rare fact and decide accordingly. In 
theory, actuarial methods can accommodate rare occurrences, but 
the practical obstacles are daunting. For example, the possible range 
of intervening events is i~nfinte. 

The broken leg possibility is easily studied by providing clinicians 
with both the available data and the actuarial conclusion and 
allowing them to use or countervail the latter at their discretion. The 
limited research examining this possibility, however, all shows that 
greater overall accuracy is achieved when clinicians rely uniformly on 
actuarial conclusions and avoid discretionary judgments (3, 8). 
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When operating freely, clinicians apparently identify too many 
'.exceptions," that is, the actuarial conclusions correctly modified are 
outnumbered by those incorrectly modified. If clinicians were more 
conservative in overriding actuarial conclusions they might gain an 
advantage, but this conjecture remains to be studied adequately. 

Consideration of utilities raises a related possibility. Depending 
on the task, certain judgment errors may be more serious than 
others. For example, failure to detect a condition that usually remits 
spontaneously may be of less consequence than false identification of 
a condition for which risky treatment is prescribed. The adjustment 
of decision rules or cutting scores to reduce either false-negative or 
false-positive errors can decrease the procedure's overall accuracy 
but may still be justified if the consequences of these opposing forms 
of error are unequal. As such, if the clinician's counter-actuarial 
judgments, although less likely than the actuarial to be correct, were 
shown empirically to lower the probability of the rule's deliverances 
being correct (say, from 0.8 to 0.6), then in some contexts 
consideration of the joint probability-utility function might rational- 
ly reverse the action suggested by reliance on the formula alone. This 
procedure is formally equivalent to putting the clinician's judgment 
(as a new variable) into the actuarial equation, and more evidence on 
this process is needed to adequately appraise its impact. Here again, 
one cannot assume that the clinician's input helps. The available 
research suggests that formal inclusion of the clinician's input does 
not enhance the accuracy, nor necessarily the utility, of the actuarial 
formula and that informal or subjective attempts at adjustment can 
easily do more harm than good (8). 

The clinician's potential capacity to capitalize on configural 
patterns or relations among predictive cues raises two related but 
separable issues that we will examine in order: the capacity to 
recognize configural relations and the capacity to use these observa- 
tions to diagnose and predict. Certain forms of human pattern 
recognition still cannot be duplicated or equaled by artificial means. 
The recognition of visual patterns has challenged a generation of 
researchers in the field of artificial intelligence. Humans maintain a 
distinct advantage, for example, in the recognition of facial expres- 
sions. Human superiority also exists for language translation and for 
the invention of complex, deep-structure theories. Thus, for exam- 
ple, only the human observer may recognize a particular facial 
expression or mannerism (the float-like walk of certain schizophren- 
ic patients) that has true predictive value. These observational 
abilities provide the potential for gathering useful (predictive) 
information that would otherwise be missed. 

The possession of unique observational capacities clearly implies 
that human input or interaction is often needed to achieve maximal 
predictive accuracy (or to uncover potentially useful variables) but 
tempts us to draw an additional, dubious inference. A unique 
capacity to observe is not the same as a unique capacity to predict on 
the basis of integration of observations. As noted earlier, virtually 
any observation can be coded quantitatively and thus subjected to 
actuarial analysis. As Einhorn's study with pathologists and other 
research shows, greater accuracy may be achieved if the skilled 
observer performs this finction and then steps aside, leaving the 
interpretation of observational and other data to the actuarial 
method (7). 

Factors Underlying the Superiority of 
Actuarial Methods 

Contrasts between the properties of actuarial procedures and 
clinical judgment help to explain their differing success (27). First, 
actuarial procedures, unlike the human judge, always lead to the 
same conclusion for a given data set. In one study rheumatologists's 
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and radiologists's reappraisals of cases they themselves had evaluated 
previously often resulted in different opinions (28). Such factors as 
fatigue, recent experience, or seemingly minor changes in the 
ordering of information or in the conceptualization of the case or 
task can produce random fluctuations in judgment (29). Random 
fluctuation decreases judgmental reliability and hence accuracy. For 
example, if the same data lead to the correct decision in one case but 
to a different, incorrect decision in the second case, overall accuracy 
will obviously suffer. 

Perhaps more importantly, when properly derived, the mathemat- 
ical features of actuarial methods ensure that variables contribute to 
conclusions based on their actual predictive power and relation to 
the criterion of interest. For example, decision rules based on 
multiple regression techniques include only the predictive variables 
and eliminate the nonpredictive ones, and they weight variables in 
accordance with their independent contribution to accurate conclu- 
sions. These achievements are essentially automatic with actuarial 
prediction but present formidable obstacles for human judges. 

Research shows that individuals have considerable difficulty dis- 
tinguishing valid and invalid variables and commonly develop false 
beliefs in associations between variables (30). In psychology and 
psychiatry, clinicians often obtain little or no information about the 
accuracy of their diagnoses and predictions. Consultants asked to 
predict violence may never learn whether their predictions were 
correct. Furthermore, clinicians rarely receive immediate feedback 
about criterion judgments (for example, diagnoses) of comparable 
validity to that physicians obtain when the pathologist reports at the 
end of a clinicopathological conference (31). Lacking sufficient or 
clear information about judgmental accuracy, it is problematic to 
determine the actual validity, if any, of the variables on which one 
relies. The same problem may occur if actuarial methods are applied 
blindly to new situations or settings without any performance 
checks. 

In other circumstances, clinical judgments produce "self-fulfilling 
prophecies." Prediction of an outcome often leads to decisions that 
influence or bias that outcome (32). An anecdote illustrates this 
problem. A psychiatrist in a murder trial predicted future danger- 
ousness, and the defendant was sentenced to death. While on death 
row the defendant acted violently, which appeared to support the 
psychiatrists predictive powers. However, once sentenced to death 
this individual had little to lose; he may have acted differently had 
the psychiatrists appraisal, and in turn the sentence, been different. 

Additionally, known outcomes seem more predictable than they 
are in advance (33), and past predictions are mistakenly recalled as 
overly consistent with actual outcomes (34, 35). For example, Arkes 
et al. presented the same case materials to groups of physicians and 
asked them to assign probabilities to alternate diagnoses. When 
probabilities were assigned in foresight, each diagnosis was consid- 
ered about equally likely. However, when the physicians were 
informed that one or another diagnosis had been established 
previously and they were then asked to state what initial diagnosis 
they likely would have made, they assigned the highest probability 
to whatever diagnosis they were told had been established (36). If 
one's view or recall of initial judgments is inadvertently shaped to fit 
whatever happens to occur, outcome information will have little or 
no corrective value. 

The clinician is also exposed to a skewed sample of humanity and, 
short of exposure to truly representative samples, it may be difficulty 
if not impossible, to determine relations among variables. For 
example, suppose that about half of the adolescents appraised for a 
history of juvenile delinquency show subtle electroencephalographic 
(EEG) abnormalities. Based on these co-occurrences, the clinician 
may come to consider EEG abnormality a sign of delinquency or 
may conclude that delinquency is associated with brain dysfunction. 
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In fact, clinicians have often postulated these relations (37). 
One cannot determine, however, whether a relation exists unless 

one also knows whether the sign occurs more frequently among 
those with, versus those without, the condition. For example, to 
determine whether EEG abnormality is associated with delinquen- 
cy, one must also know the frequency with which delinquents do 
not obtain EEG abnormalities and the frequencies with which 
nondelinquents do and do not obtain EEG abnormalities. Further, 
even should a valid relation exist, one cannot determine the sign's 
actual utility unless one knows: (i) how much more frequently it 
occurs when the condition is present than when it is absent and (ii) 
the frequency of the condition. For example, a sign that is slightly 
more common among those with the condition may be of little 
diagnostic utility. If the condition is infrequent, then positive 
identifications based on the sign's presence can even be wrong in 
most cases, for most individuals who display the sign will not have 
the condition. If 10% of brain-damaged individuals make a particu- 
lar response on a psychological test and only 5% of normals, but 
nine of ten clinic patients are not brain-damaged, most patients who 
show the feature will not be brain-damaged. 

In practice, the clinician is far more likely to evaluate individuals 
with significant problems than those without them, and this skewed 
exposure hinders attempts to make all of the needed comparisons. In 
fact, empirical study shows that EEG "abnormalities" are common 
among normal children and further suggests that the incidence of 
delinquency is no greater among those with than without neurologi- 
cal disorder (37, 38). The formation of such false beliefs is further 
compounded by a decided human tendency to overattend to 
information consistent with one's hypotheses and to underattend to 
contradictory information (39). The result is that mistaken beliefs or 
conclusions, once formed, resist counterevidence. Error is also 
fostered by a tendency to disregard frequency data and instead to 
form diagnostic judgments based on the perceived match between 
one or more of the presenting symptoms (for example, EEG 
abnormality) and some prototype or instance of the diagnostic 
category (delinquency) stored in memory (40, 41). 

The same factors that hinder the discovery of valid relations also 
promote overconfidence in clinical judgment. When the clinician 
misinterprets contrary evidence as indicative of judgmental accura- 
cy, confidence will obviously be inflated. Research shows that 
judges are typically more confident than their accuracy warrants 
(42). In one study demonstrating the upper range of misappraisal, 
most clinicians were quite confident in their diagnosis although not 
one was correct (43). 

The difficulty in separating valid and invalid variables on the basis 
of clinical experience or judgment is demonstrated in many studies 
examining diagnostic or predictive accuracy (44). Research shows 
that clinical judgments based on interviews achieve, at best, negligi- 
ble accuracy or validity (12). Other studies show that clinical 
judgments based on psychological test results may be of low 
absolute validity (6, 18, 20, 21). Although clinical interviews or 
psychological tests can produce useful information, the clinical 
judge often cannot distinguish what is useful from what is useless. In 
all studies cited immediately above, statistical analysis of the same 
data uncovered useful variables or enhanced predictive accuracy. 

The optimal weighting of variables is a less important advantage 
of the statistical method than is commonly assumed. In fact, unit 
(equal) weights yield predictions that correlate highly with those 
derived from optimally weighted composites, the only provisos 
being that the direction in which each predictor is related to the 
criterion can be specified beforehand and the predictors not be 
negatively correlated with each other (5, 45-47). Further, optimal 
weights are specific to the population in which they were derived, 
and any advantage gained in one setting may be lost when the same 
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method is applied in another setting. However, when optimal 
weighting adds meaningfillly to predictive accuracy, the human 
judge is at a decided disadvantage. As Meehl (9, p. 372) has stated: 

Surely we all know that the human brain is poor at weighting and 
computing. When you check out at a supermarket, you don't eyeball the 
heap of purchases and say to the clerk, "Well it looks to me as if it's about 
$17.00 worth; what do you think?" The clerk adds it up. There are no strong 
arguments. . . from empirical studies. . . for believing that human beings 
can assign optimal weights in equations subjectively or that they apply their 
own weights consistently. 

It might be objected that this analogy, offered not probatively but 
pedagogically, presupposes an additive model that a proponent of 
configural judgment will not accept. Suppose instead that the 
supermarket pricing rule were, "Whenever both beef and fresh 
vegetables are involved, multiply the logarithm of 0.78 of the meat 
price by the square root of twice the vegetable price"; would the 
clerk and customer eyeball that any better? Worse, almost certainly. 
When human judges perform poorly at estimating and applying the 
parameters of a simple or component mathematical function, they 
should not be expected to do better when required to weight a 
complex composite of these variables. 

Lack of Impact and Sources of Resistance 
Research on clinical versus statistical judgment has had little 

impact on everyday decision making, particularly within its field of 
origin, clinical psychology. Guilmette et al.'s survey showed that 
most psychologists specializing in brain damage assessment prefer 
procedures for which actuarial methods are lacking over those for 
which actuarial formulas are available (48). The interview remains 
the sine qua non of entrance into mental health training programs 
and is required in most states to obtain a license to practice (49). 
Despite the studies that show that clinical interpretation of inter- 
views may have little or no predictive utility, actuarial interpretation 
of interviews is rarely if ever used, although it is of demonstrated 
value. 

Lack of impact is sometimes due to lack of familiarity with the 
scientific evidence. Some clinicians are unaware of the comparative 
research and do not even realize an issue exists. Others still refer to 
earlier studies and claim that the clinician was handicapped, unaware 
of the subsequent research that has rendered these arguments 
counterfactual. 

Others who know the evidence may still dismiss it based on 
tendentiousness or misconception. Mental health professionals' 
education, training, theoretical orientations and identifications, and 
personal values may dictate against recognition of the actuarial 
advantage. Some psychologists, for example, believe that the use of a 
predictive equation dehumanizes their clients. The position over- 
looks the human costs of increased error that may result. 

A common anti-actuarial argument, or misconception, is that 
group statistics do not apply to single individuals or events. The 
argument abuses basic principles of probability. Although individ- 
uals and events may exhibit unique features, they typically share 
common features with other persons or events that permit tallied 
observations or generalizations to achieve predictive power. An 
advocate of this anti-actuarial position would have to maintain, for 
the sake of logical consistency, that if one is forced to play Russian 
roulette a single time and is allowed to select a gun with one or five 
bullets in the chamber, the uniqueness of the event makes the choice 
arbitrary. 

Finally, subjective appraisal may lead to inflated confidence in the 
accuracy of clinical judgment and the false impression that the 
actuarial method is inferior. Derivation and cross-validation of an 

SCIENCE, VOL. 243 



actuarial method yields objective information on how well it does 
and does not perform (50). When the clinician reviews research that 
shows, for example, that the Goldberg Rule for the MMPI achieved 
70% accuracy in a comparable setting and exceeded the performance 
of all 29 judges in the study, this may still seem to compare 
unfavorably to self-perceived judgmental powers. The immediacy 
and salience of clinical experience fosters the misappraisal. The 
clinician may recall dramatic instances in which his interpretations 
proved correct or in which he avoided error by countervailing an 
actuarial conclusion, failing to recognize or correctly tally counter 
instances. 

Ultimately, then, clinicians must choose between their own 
observations or impressions and the scientific evidence on the 
relative efficacy of the clinical and actuarial methods. The factors that 
create difficulty in self-appraisal of judgmental accuracy are exactly 
those that scientific procedures, such as unbiased sampling, experi- 
mental manipulation of variables, and blind assessment of outcome, 
are designed to counter. Failure to accept a large and consistent 
body of scientific evidence over unvalidated personal observation 
may be described as a normal human failing or, in the case of 
professionals who identify themselves as scientific, plainly irrational. 

Application of Actuarial Methods: Limits, 
Benefits, and Implications 

The research reviewed in this article indicates that a properly 
developed and applied actuarial method is likely to help in diagnos- 
ing and predicting human behavior as well or better than the clinical 
method, even when the clinical judge has access to equal or greater 
amounts of information. Research demonstrating the general supe- 
riority of actuarial approaches, however, should be tempered by an 
awareness of limitations and needed quality controls. 

First, although surpassing clinical methods, actuarial procedures 
are far from infallible, sometimes achieving only modest results. 
Second, even a specific procedure that proves successful in one 
setting should be periodically reevaluated within that setting and 
should not be applied to new settings mindlessly. Although theory 
and research suggest that the choice of predictive variables is often 
more important than their weighting, statistical techniques can be 
used to yield weights that optimize a procedure's accuracy when it is 
applied to new cases drawn from the same population. Moreover, 
accuracy can be easily monitored as predictions are made, and 
methods modified or improved to meet changes in settings and 
populations. Finally, efforts can be made to test whether new 
variables enhance accuracy. 

When developed and used appropriately, actuarial procedures can 
provide various benefits. Even when actuarial methods merely equal 
the accuracy of clinical methods, they may save considerable time 
and expense. For example, each year millions of dollars and many 
hours of clinicians' valuable time are spent attempting to predict 
violent behavior. Actuarial prediction of violence is far less expensive 
and would free time for more productive activities, such as meeting 
unfulfilled therapeutic needs. When actuarial methods are not used 
as the sole basis for decisions, they can still serve to screen out 
candidates or options that would never be chosen after more 
prolonged consideration. 

When actuarial methods prove more accurate than clinical judg- 
ment the benefits to individuals and society are apparent. Much 
would be gained, for example, by increased accuracy in the predic- 
tion of violent behavior and parole violation, the diagnosis of 
disorder, and the identification of effective treatment. Additionally, 
more objective determination of limits in knowledge or predictive 
power can prevent inadvertent harm. Should a confident but 
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incorrect clinical diagnosis of Alzheimer's disease be replaced by a 
far more cautious statement, or even better by the correct conclu- 
sion, we would avoid much unnecessary human misery. 

Actuarial methods are explicit, in contrast to clinical judgment, 
which rests on mental processes that are often difficult to specify. 
Explicit procedures facilitate informed criticism and are freely 
available to other members of the scientific community who might 
wish to replicate or extend research. 

Finally, actuarial methods-at least within the domains discussed 
in this article-reveal the upper bounds in our current capacities to 
predict human behavior. An awareness of the modest results that are 
often achieved by even the best available methods can help to 
counter unrealistic faith in our predictive powers and our under- 
standing of human behavior. It may well be worth exchanging 
inflated beliefs for an unsettling sobriety, if the result is an openness 
to new approaches and variables that ultimately increase our explan- 
atory and predictive powers. 

The argument that actuarial procedures are not available for many 
important clinical decisions does not explain failure to use existent 
methods and overlooks the ease with which such procedures can be 
developed for use in special settings. Even lacking any outcome 
information, it is possible to construct models of judges that will 
likely surpass their accuracy (4, 5). What is needed is the develop- 
ment of actuarial methods and a measurement assurance program 
that maintains control over both judgment strategies so that their 
operating characteristics in the field are known and an informed 
choice of procedure is possible. Dismissing the scientific evidence or 
lamenting the lack of available methods will prove much less 
productive than taking on the needed work. 
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Polar Solvent Dynamics and 
Electron-Transfer Reactions 

MARK MARONCELLI, JEAN MACINNIS, GRAHAm R. FLEMING 

Polar solvents often exert a dramatic influence on reac- 
tions in solution. Equilibrium aspects of this influence 
involve differential solvation of reactants compared to the 
transition state that lead to alteration of the free-energy 
barrier to reaction. Such effects are well known, and often 
give rise changes in reaction rates of many orders of 
magnitude. Less well understood are effects arising from 
non-equilibrium, dynamical aspects of solvation. During 
the course of reaction, charge is rapidly redistributed 
among reactants. How the reaction couples to its solvent 
environment depends critically on how fast the solvent 
can respond to these changes in reactant charge distribu- 
tion. In this article the dynamics of solvation in polar 
liquids and the influence of this dynamics on electron- 
transfer reactions are discussed. A molecular picture 
suggests that polar solvation occurs on multiple time 
scales as a result of the involvement of different types of 
solvent motion. A hierarchy of models from a homoge- 
neous continuum model to one incorporating molecular 
aspects of solvation, combined with computer simula- 
tions, gives insight into the underlying dynamics. Experi- 
mental measures of solvation dynamics from picosecond 
and subpicosecond time-dependent Stokes shift studies 
are compared with the predictions of theoretical models. 
The implication of these results for electron-transfer 
reactions in solution are then briefly considered. 

A SOLVENT CAN INFLUENCE A CHEMICAL REACTION IN A 

number of ways. It can act in a static sense to change the 
energies of the reactants and products (that is, the potential 

surface on which the reaction occurs) compared with their energies 
in the gas phase. The solvent can also enter into the proceedings in a 
more dynamic way by exchanging energy and momentum with 
reacting species and by responding to their changing distributions of 
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charge. Expressing the rate constant k of a chemical reaction as 

k = A exp(-AGt/kB7T) (1) 

where kB is the Boltzman constant and T the temperature, static 
solvent effects exert their major influence on the free energy of 
activation AGt. Dynamical solvent effects, on the other hand, appear 
in the frequency factor A. We focus our attention on this latter, 
dynamical aspect of the problem. 

Dynamical solvent effects are usually discussed in terms offriction, 
which can be either of a collisional or dielectric origin. Collisional 
friction is important for reactions involving large-amplitude motion, 
such as isomerization and dissociation reactions. In these cases the 
solvent most often impedes reaction by being in the way of the 
desired reactive motion. The cage effect is a classic example of this 
type of interaction. Alternatively, under low-density conditions, 
collisions can also aid the progress of reaction by providing a source 
of energy needed to surmount the reactive barrier. Study of such 
collisional effects has a long history and many aspects of their 
dynamical solvent influence are well understood. Rather than 
discuss this first type of solvent friction further, we refer the 
interested reader to several excellent reviews (1). 

The latter type of dynamical solvent effect involves the "dielectric" 
friction that arises in polar solvents. The coupling between solvent 
and reacting system in this case is electrostatic in origin. For electron 
and other charge-transfer reactions, such polar interactions can be 
quite strong, and it has long been recognized that the static aspects 
of this interaction can significantly affect reaction rates. For example, 
rate constants can change by many orders of magnitude when these 
reactions are studied in different solvents. Such dramatic changes 
mainly involve modification of the reactive barrier AG* by polar 
solvation. However, dynamical aspects of polar interactions also 
play an important role in determining reaction rates. This fact has 
only been appreciated relatively recently. Current theories show that 
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